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Summary: 

To predict the future outcome by training the machine with past data using Linear 

Regression model. For this hands on session, a classic example of home price prediction data has 

been used. Machine will predict the price of a building when given its area. Sample data has been 

taken from Kaggle and demonstrated using Jupyter Notebook, Pandas, MatplotLib, Seaborn, 

Numpy and Scikit Learn. 

Tools Used 

Jupyter 

The Jupyter Notebook is an open-source web application that allows you to create and share 

documents that contain live code, equations, visualizations and explanatory text. Uses include: 

data cleaning and transformation, numerical simulation, statistical modeling, machine learning and 

much more. 

Pandas 

In computer programming, pandas is a software library written for the Python programming 

language for data manipulation and analysis.  

Seaborn 

Seaborn is a Python data visualization library based on matplotlib. It provides a high-level 

interface for drawing attractive and informative statistical graphics. 

Matplotlib 

Matplotlib is a plotting library for the Python programming language and its numerical 

mathematics extension NumPy. 

%matplotlib  

%matplotlib is a magic function in IPython. ... %matplotlib inline sets the backend 

of matplotlib to the 'inline' backend: With this backend, the output of plotting commands is 

displayed inline within frontends like the Jupyter notebook, directly below the code cell that 

produced it. 

 



 

 

 

 

 

 

 

 

 

Scikit-learn 

Scikit-learn is probably the most useful library for machine learning in Python. 

The sklearn library contains a lot of efficient tools for machine learning and statistical modeling 

including classification, regression, clustering and dimensionality reduction. 

Summary of the technical session. 

 

• Importance of Artificial Intelligence 

Artificial Intelligence has become prevalent recently. People across different disciplines are 

trying to apply AI to make their tasks a lot easier. For example, economists are using AI to predict 

future market prices to make a profit, doctors use AI to classify whether a tumor is malignant or 

benign, meteorologists use AI to predict the weather, HR recruiters use AI to check the resume of 

applicants to verify if the applicant meets the minimum criteria for the job, etcetera.  

 

• Feature of Linear Regression 

o Linear Regression is one of the most simple Machine learning algorithm that comes 

under Supervised Learning technique and used for solving regression problems. 

o It is used for predicting the continuous dependent variable with the help of independent 

variables. 

o The goal of the Linear regression is to find the best fit line that can accurately predict the 

output for the continuous dependent variable. 

o If single independent variable is used for prediction then it is called Simple Linear 

Regression and if there are more than two independent variables then such regression is 

called as Multiple Linear Regression. 

o By finding the best fit line, algorithm establish the relationship between dependent 

variable and independent variable. And the relationship should be of linear nature. 

o The output for Linear regression should only be the continuous values such as price, age, 

salary, etc. The relationship between the dependent variable and independent variable can 

be shown in below image: 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

• Types of Regression 

There are various types of regressions which are used in data science and machine learning. Each 

type has its own importance on different scenarios, but at the core, all the regression methods 

analyze the effect of the independent variable on dependent variables. Here we are discussing 

some important types of regression which are given below:

 



 

 

 

 

 

 

 

 

Hands-On Session 

Session : 1 

Example – 1 (Jupyter Notebook) 

 



 

 

 

 

 

 
 
 
 
 
 
 
 
 

 



 

 

 

 

 

 
 
 
 
 
 
 
 
 

 



 

 

 

 

 

 
 
 
 
 
 
 
 
 

 
Example 2: (Jupyter Notebook) 
 

 



 

 

 

 

 

 
 
 
 
 
 
 
 

 



 

 

 

 

 

 
 
 
 
 
 
 
 

 
 

 

 

******** Thanks ********** 


